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Abstract—We consider optical mesh networks and we study location of the second failure. Now, as more connections are
the problem of improving service availability under dual near-  gllowed to share their protection resources (e.g., to achieve

simultaneous failures. We propose a re-provisioning algorithm petier network utilization), more demands will be packed
that improves the robustness of optical mesh networks and we '

compare its performance with another scheme under various together. Hence a recovery from a failure will leave a Ia_lrger
degrees of resource sharing. The effectiveness of our proposednumber of demands in the network unprotected. Alternatively,
approach in improving restorability is demonstrated through limiting the level of sharability of resources will reduce

simulation analysis. the number of unprotected demands; however this evidently
Index Terms—Optical networks, protection, capacity re- comes at the expense of reduced network performance since
provisioning, robustness. bandwidth will not be used efficiently.
Additionally, since re-provisioning makes use of available
I. INTRODUCTION resources in the network to provision new protection capac-

. . _ ity, limited level of resource sharability will yield a lower
S THE size and the complexny of OP“C"’?' netW(.)rk“cﬂexibility in finding and assigning resources. Therefore, it
continue to grow, dual failures become mcreasmglpé clear that there are two conflicting design constraints:

. : : h one hand limited sharability may reduce the number of
against such failures is a paramount concern. Normally, t %ﬁprotected connections but at the expense of less flexibility in

network is protected against single failures using one of t : : . :
. ! ) ocating protection capacity for unprotected connections. On
protection schemes (e.g., dedicated/shared, path/llnk/segn}ﬁ t gp pactty P

Z IMKE other hand, higher sharability may result in larger number
[1,2,6]). Whenever a.fa|lure oceurs, all affectgd connectio unprotected connections after the first failure with higher
are re-routed on their corresponding protection paths [1,

H ) tecti ls0 be shared ree of flexibility in provisioning protection capacity. One
tcr)]wever, ;m(;e dpro ec 'Otr.] resotl:]rces may SSO €s aret YBBective of this work is to provide a study on the performance
Ofh€r unafiected connections, these may become unpro ec&? apacity re-provisioning under different levels of sharability
and vulnerable to subsequent failures [4,5]. Generally, unprg- protection resources
tected connections can be classified into three types: ' o .
) : ) We also propose a new re-provisioning algorithm and
1) Indirectly Affected Connections: Upon failure, shared prop P g a9

tecti tivated by the failed i contrast its performance with a conventional scheme. Here,
protection resources are activated by he fared connectiqia objective of the algorithm is to reduce the total number of
which may cause some connections (whose backup lightpa

share these protection resources) to become unprotected Mnections that have to be re-provisioned. The_ mqtivations
2) Directly Affected Working Connections: A failed "are twofolq: .(1)' reduce management overhead; in simultane-
demand that is re-routed to its backup is stiII. vulnerable Qusly provisioning a large _number of conne_ctlons, and (2)
. . Pl E% lower reservation contention between multiple unprotected
another failure that may affect its protection path.

. . connections trying to simultaneously establish backup capac-
3) Directly Affected Backup Connections Demands . ying y pcap

. . . - Ity.
whose protection connections have failed due to the first
failure.
Clearly, larger numbers of unprotected connections in the Il. NETWORK RE-PROVISIONING

network increases its vulnerability to subsequent failures. ToA re-provisioning algorithm typically takes several inputs
improve the overall service availability, re-provisioning [3,4,5including network topology/usage information and a list of
exploits the available capacity in the network to re-establiglhprotected demands (as classified earlier) that require re-
new backup paths for unprotected connections right after tpeovisioning. The algorithm then tries to establish backup
recovery from the first fault without a priori knowledge of theightpaths [5] for unprotected demands using the available

. . . . __capacity in the network (this algorithm is referred to as
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Fig. 1. Example of re-provisioning. 0
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among simultaneous demands attempting to reserve resou6gS. Percentage of UC before/after re-provisioning.
if re-provisioning is done under distributed control.

When a connectionuf;) is restored onto its backum;§,
shared protection capacity aloibg becomesemporarily un- path 7<) that is link disjoint withb, to carry the failed
available for other demands whose backup routes share theiffic, thenb, and b can also become available again and
capacity. Instead of provisioning new backup capacity fdheir corresponding connections, w3) are fully protected.
these newly unprotected demands (whose number may Nete thatw*” may not be disjoint withw, and/orws (ws
large when the level of sharability is high), a new workingn this example). Thereford); cannot share any protection
pathw!** may be provisioned for each failed lightpath,, resource withh,. In a wavelength continuous network, a new
that is link-disjoint with ;. Upon successfully completing backupbi*® (and protection wavelength) that is link-disjoint
the provisioning ofw?¢™, the traffic is simply reverted back with w7* has to be provisioned. In a wavelength convertible
from b; to w*“ leaving the rest of unaffected connectionsetwork, the conflict links are identified (e.g., (D-E)) and a
intact (this scheme is referred to as scheme Il). Here, trafflifferent wavelength is provisioned along those links (e.g.,
is switched back tav?** upon successfully provisioning theX; can be assigned td; on link (D-E) leaving the rest
required resources, thus avoiding any major traffic disruptiorf. the backup lightpath intact). Note that Scheme Il differs

Note that protection capacity along may not preserve from Scheme | in that the number of connections to be re-
its sharability status a?* could be non link-disjoint with provisioned upon a failure is dramatically reduced, whereas
(some) demands whose protection lightpaths share protectib@ number otemporarily unprotecte¢onnections during the
capacity withb,. In such a case, a new paip’(°”, b7°) are re-provisioning time remains the same. Furthermore, when the
re-provisioned and traffic is reverted framto w?*. Finally, resource sharability degree is very large, this number of con-
if this step is not successful, the algorithm computes the gwctions to be re-provisioned under scheme Il is substantially
of unprotected connections resulting from the recoverywpf lowered resulting in a less management overhead and lighter
and re-provision them accordingly (similar to scheme 1). Noigpacts of contentions under distributed control.
that, when wavelength conversion is deployed, only the links
alongb; where protection wavelength(s) cannot be shared are 1. NUMERICAL EXAMPLES

idenFif_ied and new protection wavelength(s) on thos_e_ links areye study the performance of lightpath re-provisioning in a
provisioned. Here even when the resource sharability deg@gnnie core topology [5]. Requests are uniformly distributed
is high, scheme I still outperforms scheme | since only genyeen all source-destination pairs. The number of wave-
fraction of unprotected demands are re-provisioned.  |gngths per link is 64 and the load in the network is fixed at
_ The effectiveness of Scheme Il is best shown via afhog Erlangs: we simulate a failure on a unidirectional link.
illustrative example in Fig. 1. We assume initially, b Fig. 2 shows the percentage of unprotected connections
and b are all setup using\;, and b, sharesA; on link ) in the network before and after re-provisioning as the
(D-E) with b, and on link (E-H) withb;. When link (B- |evel of resource sharability (SI) varies. Here, the level of
F) fails, w; is restored to its backup, and as a result, yesource sharability of a wavelength on a link indicates the
b, and b; become unavailable since they share protectiqfymper of connections allowed to be protected by this wave-
capacity withb, . Henceb,, w, andw; become all unprotected |gngih [ink. As the level of sharing increases, the percentage
and three new protection paths (or capacity) need to be [g-yc (before re-provisioning) in the network after a failure
provisioned in order to fully protect the network against gramatically increases. This is due to the fact that as a wave-
subsequent failure. Under scheme II however, whenis |ength link protects more demands, the recovery of a single
restored to its backup, connectign, w, and w; become qnnection to this wavelength link will leave a larger number
temporarily unprotectecHence, if we can find a new working of connections unprotected. Clearly, capacity re-provisioning

improves the network performance by substantially reducing
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" NéMork‘Robus‘messyunder' Doub]e-un,( FaiIL:res, D'istribu‘ted is the overall robustness. In other words, given equal failure
[____1Before Reprovisioning probability on all links, if restorability is kept at a desirable

7ol [ After Reprovisioning-Scheme | | | level for the majority of these links, then the network is said
Il After Reprovisioning—Scheme I to be more robust.

Fig. 3 shows 10 different intervals for the network restora-
bility ranging from 0 — 100%. Namely, one large interval
(I10) is chosen to cover a relatively low restorability range
0 — 73% (interval 10) and the remaining intervalf {/y) are
chosen in increments d3% to cover higher ranges above
73% (e.9., Lo = [0% — 73%][, ..., [ = [97% — 100%]).
Furthermore, the restorabilityg(4, ), of a double failured(y)
is defined as the portion of all working paths + w; on
links ¢ andj that are simultaneously affected and survive the
failures. Fig. 3 shows the distribution of the number of links
(percentage) with regard to restorability. Namely, it shows the
robustness of the network as the probability of having the
M 12 13 14 15 186 17 18 19 110 restorability (®) within a certain interval. When the network

Restorability Intervals does not use re-provisioning, th8% restorability is defined:
Pr(R > 90%) = Pr(R € I;) + Pr(R € I2) + Pr(R €
Fig. 3. Network robustness. I3) = 0.32. After re-provisioning using Scheme I, this value
increases toPr(R > 90%) = 0.865 and even further to
Pr(R > 90%) = 0.93 using Scheme Il. The results show
the percentage of UC (e.g., a decrease frtlf to 6% of that robustness improves substantially after re-provisioning.
UC at higher Sl using scheme 1) and therefore making th&jor to re-provisioning, the probability that the restorability is
network less vulnerable to subsequent failures. above90% under any double link failure scenario is ortly32

Note that a lower percentage of UC before re-provisioninge, only32% of the network links yields restorability above
at lower Sl does not necessarily mean a good re-provisioniggy; after first recovery). The results also show that Scheme |I
performance (i.e., a lower percentage of UC after reghieves significantly better robustness since the percentage o
provisioning). The reason is that lower SI will limit the ynprotected connections after re-provisioningd%) is much

flexibility of the re-provisioning algorithm in finding andsmaller than that under Scheme~ 6%), see Fig. 2.
judiciously allocating protection resourcemmong UC. The

figure shows as the Sl increases, the percentage of UC after
re-provisioning slightly decreases for schemel0% — 6%)
while it remains almost constant for scheme 4 8%) with
better performance than that of scheme 1.

Conversely, higher SI will allow the network to re-provisio
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IV. CONCLUSION

We studied the problem of improving robustness in optical
networks with various resource sharability degrees under dual
rpear-simultaneous failures. We showed that re-provisioning

more UC by sharing the limited available resources. Therefoiséj,bStantia"y improves the restorapility and hence the robust-
the figure shows a larger performance gain at higher ess of optical netwo_rks after a fa_llure and we compared the
(~ 38%(42% — 6%)) than at lower SI € 20%(30% — 10%) performance of two different algorithms.

for scheme I. Scheme Il shows a fixed percentage of UC

at different SI. This is due to the fact the scheme Il gives ACKNOWLEDGMENT

preference to provisioning new working capacity for failed The authors would like to thank the anonymous reviewers
demands in order to avoid re-provisioning a larger numbéor their constructive comments. This work was supported by
of protection connections, and as a result gains marginaNatural Sciences and Engineering Research Council of Canada
less from a higher level of sharability. Note however thgNSERC), and FQRNT.

the re-provisioning gain is improved-( 40% at higher Sl

vs. 26% at lower Sl) since more connections are admitted REFERENCES

to the n,ewvork at hlgher Sl. Moreover, S(_:heme I eXhIt_)ltﬁ] J. Labourdette, “Shared mesh restoration in optical networksPrac.

a superior performance over scheme | since the algorithm orc, Mar. 2004.

effectively re-provisions less UC. [2] S. Ramamurthyet al, “Survivable WDM mesh networks, part Il -

; faimmi - - restoration,” inProc. IEEE ICG vol. 3, pp. 2023-2030, June 1999.
Next, we study the impact of re-provisioning on increasin ] S. Kim et al, “Evaluation of protection reconfiguration for multiple

network robustness [6] under unlimited Sl. Robustness is failures in WDM mesh networks,” iProc. OFG vol. 1, pp. 210-211,

defined as the capability of the network to maintain high] '\R/'afh2003- et al. “p . o 0 optical
. . . . . Ramamurthyet al, “Pre-emptive re-provisioning in mesh optica

restorability of its connections (e.gz 95%) when two links networks,” inProc. OFG vol. 2, pp. 785-787, Mar. 2003.

are randomly taken down (one after the other). We measyse J. zhanget al, “A comprehensive study on backup re-provisioning to

the robustness before/after re-provisioning. Our evaluation is lffmedlslletzh; |?:ffceCt ?meU“ip'fégzklfgggfejs in Vggo"ﬁ mesh networks,” in

. - . roc. vol. 3, pp. - , June .
base‘?' UDon_measu”ng th_e. percentage'of I|n!<s in the netw M. Clouqueur et al, “Availability analysis of span-restorable mesh
that yields higher restorability after the first failure. The larger’ networks”IEEE J. Select. Areas Communol. 20, pp. 810-821, May

the fraction of links that yield higher restorability, the better 2002.





